Paleothermometry by control methods
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ABSTRACT. The recovery of past climatic conditions from ice-sheet borehole temperatures can best be accomplished using the calculus of variations (control methods) to minimize mismatch between the observed profile and a solution of the heat equation which depends on the unknown climate history. Here, we use control methods and a simple one-dimensional heat equation and the temperature–depth profile observed at Dye-3 to infer the surface temperature of south Greenland over the last 30,000 years. This history illustrates the virtues that recommend control methods for future use in borehole-temperature analysis, namely: (i) it meets objective performance criteria, and (ii) its uncertainty can be established quantitatively. Our inferred climate history displays what may be the Younger Dryas cold event at about 9000 years BP. Borehole paleothermometry by control methods may thus resolve the controversy concerning the interpretation of Greenland ice-core isotope records.

INTRODUCTION

Recent revisions of carbon-14 dating chronology and eustatic sea-level records suggest that oxygen-isotope profiles in Greenland ice cores may not provide reliable records of past surface temperature (Fairbanks, 1989). In particular, the isotopic signal previously attributed to the Younger Dryas cold period 10,000 years BP alternatively may indicate isotopic modification of the oceanic reservoir from which Greenland precipitation is derived. Fairbanks (1989) identified glacial meltwater run-off as the likely cause of this modification. This interpretation has generated a controversy concerning the areal extent, timing and cause of the Younger Dryas event (Broecker and Denton, 1989). In an effort to resolve this controversy and to verify the interpretation of ice-core isotope stratigraphy, we explore the use of ice-sheet temperature profiles as paleothermometers.

The interpretation of temperature–depth profiles to infer past climate is the subject of a large body of literature (see, for example, Paterson and Clarke, 1978; Budd and Young, 1983; Dahl-Jensen and Johnsen, 1986; Ritz, 1989). Sophisticated numerical models of ice-sheet heat transfer are common and few improvements in their accuracy or fidelity to physical processes remain to be developed. Our paper does not concern these models but rather the way in which they are used to estimate past climate.

In this paper we introduce control methods as a means of recovering paleoclimatic information from ice-sheet temperature profiles. Control methods grew out of the calculus of variations during the last 30 years. The typical problem that these methods address consists of optimizing the terminal state of a system which is constrained to evolve according to a prescribed set of differential equations. Control methods might be used, for example, to determine the best time to launch a spacecraft in order to achieve a desired planetary rendezvous. As this example suggests, the control variable is often an initial or boundary condition.

We wish to exploit the fact that control methods deal with optimal boundary conditions, together with equations of evolution as constraints, to recover the surface temperature from ice-sheet boreholes. The present temperature–depth profile represents the terminal constraint on a thermal evolution controlled by surface-temperature history. We thus appeal to control methods to give us the history that is most compatible with the observed terminal state. Here, we provide a tutorial on how to use control methods to determine the surface-temperature history from borehole temperatures. As a demonstration, we repeat the analysis of the Dye-3, Greenland, temperature profile conducted by Dahl-Jensen and Johnsen (1986).

NOTATION

\begin{align*}
A & \quad \text{Snow-accumulation rate (m s}^{-1}\text{)} \\
C & \quad \text{Heat capacity (J kg}^{-1}\cdot{\text{°C}}^{-1}\text{)} \\
\epsilon & \quad \text{Adjustable penalty parameter (m s}^{-1}\text{)} \\
G & \quad \text{Basal heat flux (W m}^{-2}\text{)} \\
H & \quad \text{Ice thickness (m)}
\end{align*}
CONCEPTS OF PALEOClimATE

Reconstructing the past climate from borehole temperatures involves three conceptual problems: the forward problem, the inverse problem and the least-squares inverse problem. In the forward problem, the objective is to determine the present-day temperature profile by solving the heat equation forward in time with specified initial and boundary conditions. The forward problem is parallel to the thermal evolution that produced today’s temperature-depth profile. While forward problems are easy to solve, the particular forward problem representing Nature’s evolution through history cannot be solved. We are not privy to the boundary and initial conditions.

In the inverse problem, the objective is to determine the boundary or initial conditions by solving the heat equation backward in time starting with the observed, present-day temperature profile. To solve the inverse problem, the observed temperature profile must satisfy special mathematical conditions. Under practical circumstances, these conditions are too stringent; thus, the inverse problem may be impossible to solve.

The least-squares inverse problem has the same objective as the inverse problem, but does not impose stringent mathematical constraints on the functional representation of the temperature data. The least-squares inverse problem can be solved in all practical circumstances. This solution will be a non-unique surface-temperature history that produces a least-squares best fit to the observed temperature-depth profile.

Forward problem

The forward problem represents the mathematical description of the heat-transfer process that takes an initial temperature field at time \( t = 0 \) and yields a terminal temperature field at time \( t = t_f \). We identify time \( t_f \) with the present, and time \( t = 0 \) with a time in the past. For demonstration purposes, we adopt a one-dimensional heat-transfer equation

\[
\begin{align*}
T_1 &= \kappa T_z = w(z)T_z &\text{for } 0 < z < H \\
T(0,t) &= T_0(t) &\text{at } z = 0 \\
k T_z &= G(t) &\text{at } z = h \\
T(z,0) &= T_0(z) &\text{at } t = 0
\end{align*}
\]

Notation has already been defined in a separate section, and \( t \) and \( z \) derivatives are denoted by subscripts.

If the basal boundary condition, \( G(t) \), surface boundary condition, \( T_s(t) \) and initial condition, \( T_0(z) \), are known, a solution of Equation (1) gives the terminal temperature state, \( T(z,t_f) \).

Inverse problem

The forward problem described by Equations (1)–(4) may be written symbolically as

\[
T(z,t_f) = \mathcal{R}[T_0(z)]
\]

where \( \mathcal{R}[\cdot] \) is a functional of a continuous function \( T_0(t) \), and \( T(z,t_f) \) is the terminal temperature state. If, at time \( t_f \), the temperature-depth profile is measured and is denoted by \( \theta(z) \), then the unknown surface-boundary condition \( T_0(t) \) can be written in terms of the inverse of \( \mathcal{R}[\cdot] \):

\[
T_0(t) = \mathcal{R}^{-1}[\theta].
\]

Regardless of whether the heat-transfer operator \( \mathcal{R}[\cdot] \) can be inverted, there are reasons to believe that Equation (6) cannot be evaluated in practice. The function of depth \( \theta(z) \) is likely to be contaminated with structure that is physically incompatible with solutions of the forward problem. If, for example, \( \theta(z) \) is an interpolation polynomial, it will lack the infinite differentiability associated with solutions of the forward problem. Alternatively, if \( \theta(z) \) is a truncated Fourier series, it may lack terms representing wavenumbers found in the initial condition. The overriding concern is that measurement error may simply make the observed profile \( \theta(z) \) too rough to be compatible with the diffusive heat-transfer process.

Least-squares inverse problem

Having established that \( \theta(z) \) may be incompatible with solutions of the forward problem, we resort to approximation methods. In this situation, our goal is to estimate the surface-temperature history, \( T_s(t) \), which will yield a terminal temperature state, \( T(z,t_f) \), that closely resembles the observed temperature-depth profile, \( \theta(z) \), without necessarily being equal to \( \theta(z) \) at all points. Stated differently, we wish to find a (possibly non-unique) \( T_s(t) \) which will minimize the following performance index:

\[
J = \int_0^H \frac{1}{2}[T(z,t_f) - \theta(z)]^2 \, dz.
\]

At this stage, the performance index \( J \) may not capture all of the possible goals of our analysis. In particular, we may choose to trade off some precision in the fit between \( T(z,t_f) \) and \( \theta(z) \) to impose independent constraints on \( T_s(t) \). Such constraints could arise, for example, from a desire to minimize the climatic swings called on to fit borehole-temperature data. In this case, a term is added to \( J \) which accounts for deviations of \( T_s(t) \) from a predefined reference temperature history \( \eta(t) \):

\[
J = \int_0^H \frac{1}{2}[T(z,t_f) - \theta(z)]^2 \, dz + \int_0^{t_f} \frac{1}{2}[T_s(t) - \eta(t)]^2 \, dt.
\]

The value of \( \epsilon \) in Equation (8) controls the trade-off
between the fit to data and the conformance to a pre-conceived reference history. In practice, \( \epsilon \) should be sufficiently small to avoid an inferred \( T_s(t) \) which simply tracks the reference history. If \( \epsilon \) is too small or zero, singular value decomposition (SVD) must be used to invert the matrix generated by the numerical implementation of the control method (see the Appendix for the circumstance when \( \epsilon \) is identical zero). SVD is necessary where matrix eigenvalues are computationally indistinct from zero such as when there are limitations on the ice-sheet thermal memory (see Press and others, 1989, chapter 2). A minimum-norm condition is imposed on the inferred \( T_s(t) \) when SVD is used, and this is comparable to the imposition of a \( \eta(t) = 0 \) pre-conception over ancient parts of the climate history.

**Equations of evolution as constraints**

A great difficulty in finding the surface-temperature history that minimizes \( J \) is the implicit relationship between the terminal temperature state \( T(z, t_f) \) and \( T_s(t) \). This crucial constraint can be conveniently enforced by using a Lagrange-multiplier function, \( \lambda(z, t) \). (Lagrange undetermined multipliers are commonly used in calculus of variations problems to impose constraints. One can learn about Lagrange multipliers from Thacker and Long (1988).) We introduce Equations (1), (3) and (4) as constraints on the relation between \( T(z, t_f) \) and \( T_s(t) \) by adding three terms to the definition of \( J \):

\[
J' = \int_0^H \left[ \frac{1}{2} |T(z, t_f) - \theta(z)|^2 dz + \int_0^{t_f} \frac{1}{2} [T_s(t) - \eta(t)]^2 dt + \int_0^H \int_0^{t_f} \lambda(z, t) [T_t - \kappa T_{zz} + w(z) T_s] dt dz + \int_0^{t_f} \lambda(H, t) [T_s(H, t) - \frac{G(t)}{\rho c}] dt + \int_0^H \lambda(z, 0) [T(z, 0) - T_0(z)] dz . \tag{9}
\]

The Lagrange multiplier function, \( \lambda(z, t) \), is an abstract variable introduced to enforce a constraint. We shall soon see, however, that \( \lambda(z, t) \) has an important intuitive significance. In particular, \( \lambda(z, t) \) is the gradient of \( J' \) with respect to \( T_s(t) \) (Thacker and Long, 1988; Wunsch, 1988). This gradient proves useful when searching for the minimum of \( J' \). If one were to guess a particular \( T_s(t) \), for example, then one would use \( \lambda(z, t) \) to determine how best to improve this guess in order to move down the gradient towards the minimum of \( J' \).

Another benefit provided by the introduction of the Lagrange multiplier function is that \( T(z, t_f), T_s(t) \) and \( \lambda(z, t) \) can be treated as independent unknowns in the minimization of \( J' \). The constraints represented by Equations (1)-(4) are automatically satisfied by a minimum value of \( J' \) because

\[
\frac{\partial J'}{\partial \lambda} = T_t - \kappa T_{zz} + w(z) T_s = 0 , \tag{10}
\]

\[
\frac{\partial J'}{\partial \lambda(H, t)} = k T_s(H, t) - G(t) = 0 , \tag{11}
\]

Before determining the conditions under which \( J' \) is minimized, it is useful to perform several integrations by parts to swap partial derivatives acting on \( T \) for partial derivatives acting on \( \lambda \). This step serves to establish a partial differential equation and boundary conditions for \( \lambda(z, t) \). The result of these integrations by parts is shown below:

\[
J' = \int_0^H \left[ T(z, t_f) - \theta(z) \right]^2 dz + \int_0^{t_f} \frac{\epsilon}{2} [T_s(t) - \eta(t)]^2 dt \tag{12}
\]

\[
- \int_0^H \int_0^{t_f} \left[ \lambda_t + \kappa \lambda_{zz} + (w \lambda)_z \right] dt dz \tag{13}
\]

\[
+ \kappa \int_0^{t_f} \left[ \lambda T_s + \lambda_z T_{zz} - \lambda_z T \right] dt \tag{14}
\]

\[
+ \int_0^H \left[ \lambda T \right] \left[ \frac{G(t)}{\rho c} \right] dt \tag{15}
\]

\[
- \int_0^H \lambda(z, 0) T_0(z) dz . \tag{16}
\]

**MINIMIZATION AND THE ADJOINT TRAJECTORY**

Having defined the performance index, we now identify the conditions for its minimization:

\[
\frac{\partial J'}{\partial T} = 0 \tag{17}
\]

\[
\frac{\partial J'}{\partial T_s} = 0 \tag{18}
\]

\[
\frac{\partial J'}{\partial \lambda} = 0 . \tag{19}
\]

These conditions yield a system of equations which determine \( T_s(t), T(z, t) \) and \( \lambda(z, t) \). Equations (1)-(4) belong to this system, so are not rewritten here. The additional equations are

\[
\lambda_t + \kappa \lambda_{zz} + (w \lambda)_z = 0 \quad \text{for} \quad 0 < z < H, \tag{20}
\]

\[
\lambda(z, t_f) = - (T(z, t_f) - \theta(z)) \quad \text{at} \quad t = t_f , \tag{21}
\]

\[
\kappa \lambda_z + w \lambda = 0 \quad \text{at} \quad z = H , \tag{22}
\]

\[
\lambda = 0 \quad \text{at} \quad z = 0 , \tag{23}
\]

\[
\epsilon(T_s(t) - \eta(t)) - \kappa \lambda_s(0, t) - w(0) \lambda(0, t) = 0 . \tag{24}
\]

Equations (21)-(24) are the adjoint form of Equations (1)-(4), and, as a result, the Lagrange multiplier func-
tion \( \lambda(z,t) \) is also called the adjoint trajectory. These adjoint equations represent a heat-transfer process which runs backward in time (the diffusive term appears with a change in sign). The starting condition for the adjoint trajectory is applied at the final time, \( t_f \), and this avoids the instability problems associated with reversal of the diffusion process. In finding the adjoint trajectory, one is able to propagate backward in time information about the mismatch between the terminal state and the borehole data. This information is then used to establish whether the gradient of \( J' \) with respect to \( \theta(t) \) is zero or, if not, to determine how best to correct the \( \theta(t) \) to move down the gradient of \( J' \) towards the minimum.

**DEMONSTRATION USING SYNTHETIC DATA**

We demonstrate the least-squares inversion procedure by generating a synthetic temperature–depth profile and then using the adjoint-trajectory technique derived above to recover the forcing. We begin by running a finite-difference model of Equations (1)–(4) forward in time to specify a synthetic \( \theta(z) \). Next, we solve Equations (17)–(21) to derive a surface-temperature history using the synthetic data \( \theta(z) \). Finally, we compare the estimated and the known surface-temperature histories to determine if our inversion strategy is an improvement or if we need to correct for some parameter or boundary condition.

Finite-difference forward problem

We generate a synthetic temperature–depth profile by solving the following finite-difference representation of Equations (1)–(4) with a simple, arbitrary specification of boundary conditions and parameters.

\[
\frac{T_i(n+1) - T_i(n)}{\Delta t} = \frac{\kappa}{\Delta z^2} [T_{i+1}(n+1) + T_{i-1}(n+1) - 2T_i(n+1)] - \frac{\Delta t}{2\Delta z^2} (T_{i+1}(n+1) - T_{i-1}(n+1))
\]

\( T_1(n+1) = T_2(n+1) \)

\[
\frac{1}{\Delta z}(T_{25}(n+1) - T_{24}(n+1)) = 0.025.
\]

\[
T_i(1) = -25.0 + \frac{G}{K}(\pi H \kappa/2A)^{\frac{1}{2}} \left\{ \text{erf} \left( \frac{(A/2H\kappa)^{\frac{1}{2}}(\Delta z(i-1) - H)}{2} \right) + \text{erf} \left( \frac{(A/2H\kappa)^{\frac{1}{2}}}{2} \right) \right\}.
\]

In the above equations, index \( i \) refers to the spatial grid points (where \( i = 1 \) is the surface and \( i = 25 \) is the base), and index \( n \) refers to the time level (where \( n = 1 \) is the initial time and \( n = N \) is the terminal time).

\[
A = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
\left(-\frac{\kappa}{\Delta z^2} + \frac{2G}{K}\right) & \left(\frac{1}{\Delta z} + \frac{2\pi}{K}\right) & \left(-\frac{\kappa}{\Delta z^2} - \frac{2G}{K}\right) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \left(-\frac{\kappa}{\Delta z^2} + \frac{2G}{K}\right) & \left(\frac{1}{\Delta z} + \frac{2\pi}{K}\right) & \cdots & \left(-\frac{\kappa}{\Delta z^2} - \frac{2G}{K}\right) \\
0 & \cdots & \cdots & \cdots & 0 \\
\end{pmatrix}
\]

**Fig. 1. Initial condition and terminal state for the demonstration of adjoint trajectory methods with synthetic data. The least-squares inverse problem is to determine the surface-temperature history that changes the temperature profile from its initial state to its terminal state in 5000 years.**

In this demonstration, we disregard the thermal inertia of bedrock below the ice, and we choose simple representations of the thermal diffusivity and vertical velocity profile (constant vertical strain rate). We set \( \kappa = 1.4 \times 10^{-6} \text{m}^2 \text{s}^{-1} \), \( k = 2 \text{W} \text{m}^{-1} \text{°C}^{-1} \), \( \rho c = 1.43 \times 10^6 \text{J} \text{m}^{-3} \text{°C}^{-1} \), \( A = 0.25 \text{m} \text{a}^{-1} \) and \( G = 0.05 \text{W} \text{m}^{-2} \).

We represent the ice column using 25 grid points, which are indexed from \( i = 1 \) (the surface) to \( i = 25 \) (the base). We make the ice 2000 m thick. For our initial condition, we use the temperature profile given by Equation (25). To generate the synthetic temperature profile, we step Equations (22)–(24) through 49 time steps of 100 a duration while applying a surface-temperature history given by

\[
T_s(n) = -25.0 + 5.0 \sin(\omega(n-1)\Delta t)
\]

where \( \omega = 7.96 \times 10^{-11} \text{°C}^{-1} \) represents a 2500 year climate cycle.

The final synthetic temperature–depth profile (Fig. 1) has no obvious features that indicate it was the result of an oscillatory surface-temperature history with a 2500 year period. Nevertheless, we shall see that the least-squares inversion procedure does quite well in recovering the amplitude and period of the oscillation.

Finite-difference formulation

Finite-difference Equations (22)–(24) may be written in compact notation to make the formulae derived below more readable.

\[
AT(n+1) = BT(n) + CT_s(n+1) + G.
\]

Here \( A \) and \( B \) are \( 25 \times 25 \) matrices, and \( C, G, T_s(n+1) \) and \( T(n) \) are column vectors of dimension 25.
where the vertical velocity at grid point $i$ is

$$w_i = -A \frac{\Delta z(i-1) - H}{H}.$$  

We now attempt to recover the surface-temperature history from the synthetic temperature profile generated in the forward problem. We accomplish this by choosing $T_s(n), n = 2, \ldots, N$, to minimize the following finite-difference version of the performance index given by Equation (13).

$$J = \frac{1}{2}(T(N) - \Theta)^T(T(N) - \Theta) + \sum_{n=1}^{N-1} \left\{ \frac{\epsilon}{2}(T_s(n+1) - \Theta) - \eta(n+1) \right\}^2 + \lambda(n+1) \left\{ AT(n+1) - BT(n) - CT_s(n+1) - G \right\}$$

where the measured borehole temperatures are represented by

$$\Theta = \begin{bmatrix} \theta_1 \\ \theta_2 \\ \vdots \\ \theta_{25} \end{bmatrix}.$$  

In this demonstration, we take $\epsilon = 10^{-8}$ and $\eta(t) = -25^\circ$ for all values of $n$. (When choosing $\epsilon$, one must take into consideration the number of time steps $N$.) Minimizing $J$ yields the following finite-difference equations for the adjoint trajectory $\lambda(n)$:

$$\lambda(n) = (A^T)^{-1}B^T \lambda(n+1) \quad n = 2, \ldots, N-1$$  

$$\lambda(N) = - (A^T)^{-1}(T(N) - \Theta)$$

$$T_s(n) = \frac{1}{\epsilon} C^T \lambda(n) + \eta(n) \quad n = 2, \ldots, N$$

Equations (36)–(38) can be used to express $T_s(n)$ in terms of $T(N)$, $\Theta$, and $\eta(t)$. The result can be substituted into Equation (27) which is then applied recursively to express $T(N)$ in terms of $T(1)$, $\Theta$, $G$ and the $\eta(n)'s$. This result represents a linear system of equations which can be solved for $T(N)$.

$$\{I + K\} T(N) = F$$

$$K = \sum_{i=1}^{N-1} \left( (A^{-1}B)^{i-1}A^{-1}CC^T (A^T)^{-1}B^T \right)^{i-1} (A^T)^{-1}$$

and

$$F = (A^{-1}B)^N \Theta + \sum_{i=1}^{N-1} \left( (A^{-1}B)^{i-1}A^{-1}G + (A^{-1}B)^{N-i}A^{-1}C \eta(i+1) \right) + K \Theta.$$

Equation (40) is solved for $T(N)$. Equation (36) is then solved by stepping backward in time using Equation (37) as the initial condition. These steps yield the adjoint

**Fig. 2.** The surface-temperature history inferred from the adjoint trajectory method compared with the known surface-temperature history used to fabricate the observed terminal state.
trajectory, $\lambda(n)$. Equation (38) is then used to determine $T_s(n)$ for all values of $n$ between 2 and $N = 50$.

**Result**

The inferred surface-temperature history is compared with the known surface-temperature history (Equation (26)) in Figure 2. Figure 3 shows the mismatch between the observed (synthetic) temperature-depth profile and the terminal temperature state associated with the inferred history. This mismatch is no greater than $10^{-3}\degree C$ and displays small spatial scales characteristic of the effects of spatial discretization.

**THE GREENLAND TEMPERATURE RECORD**

To compare our method with those used previously, we repeat the analysis of the Dye-3, Greenland, borehole-temperature profile conducted by Dahl-Jensen and Johnsen (1986). In their study, a surface-temperature history was derived using sound physical intuition as the primary guide for minimizing the mismatch between the observations and a computed temperature-depth profile. Differences between the results derived here and those of Dahl-Jensen and Johnsen display the algorithmic advantages (disadvantages) gained from using control methods. The physical assumptions and intuition used to define the Dye-3 analysis problem are not questioned here because our comparison is intended to emphasize the algorithmic aspects of control methods.

To overcome the competing demands of high temporal resolution and long time span, Dahl-Jensen and Johnsen partitioned the surface-temperature history of Dye-3 into long-term and short-term parts. The long-term part was estimated from geochemical properties of the Dye-3 ice core, and was intended to capture the gross features of the most recent part of the 100000 year glacial cycle and is shown in Figure 4. (Dahl-Jensen and Johnsen also allowed the surface-accumulation rate to vary over the glacial cycle.) The temperature-depth profile that would result from the long-term part of the history alone does not precisely fit the observations. Deviations between this reference profile and the borehole measurements, shown in Figure 5, are corrected by the short-term part of the surface-temperature history which resolves the last 25000 years with greater detail. The short-term part thus represents a schedule of temperature corrections that must be made to the long-term history to best explain the borehole temperatures.

Dahl-Jensen and Johnsen determined the short-term history of temperature corrections by a trial-and-error technique designed to correct mismatch between the reference profile and the observed profile. (They referred to a least-squares performance index similar to ours; but their method of finding its minimum differs from ours because they did not make use of the adjoint trajectory.) We focus our analysis entirely on determining the short-term history of surface-temperature fluctuations needed to correct the long-term reference history defined by Dahl-Jensen and Johnsen. The deviations between the reference profile (the borehole temperatures com-
computed from the long-term history) and the observed profile are defined to be $\theta(z)$ in this exercise, and are shown in Figure 5.

To interpret these deviations using control methods, we modify the finite-difference formulation discussed previously to account for several additional physical processes associated with the heat flow at Dye-3: (i) the existence of temperature variations in 3000 m of bedrock below the ice, (ii) a more complex variation of vertical velocity through the ice column, and (iii) depth-dependent thermal diffusivity (which is variable in the ice, but constant in the bedrock). Temperature variation in the bedrock is accounted for by continuing the finite-difference grid below the ice/bedrock interface. Since the borehole measurements, $\theta(z)$, do not extend into the bedrock, we multiply $T(N)$ in the first term of Equation (34) by a rectangular truncation matrix so that the result may be compared directly with $\Theta$. This truncation matrix has $N$ rows and $M$ columns where $N$ is the number of finite-difference levels within the ice and $M$ is the number of finite-difference levels within the ice and bedrock. The elements of this matrix are all zero except for 1 along the diagonal.) The ice column (2000 m) and bedrock (3000 m) are resolved by 101 finite-difference grid points with a 50 m spacing.

The vertical velocity, $w(z)$, assumes that the ice thickness at Dye-3 has not changed, and that the vertical strain rate is constant in the upper 1700 m of the ice column and decays linearly to zero in the lowest 300 m of the ice column. This variation of vertical strain rate is motivated by Roeh's (1989) analysis of the age-depth relationship for Dye-3 and by previous considerations by Dansgaard and Johnsen (1969). An expression for this velocity profile is written as follows:

$$ w = \begin{cases} \frac{A(H - z)^2}{2[H - \frac{1}{2}]} & H - \tilde{l} < z < H \\ \frac{A}{[H - \frac{1}{2}]}(H - z - \frac{1}{2}) & (H - z) > \tilde{l} \end{cases} $$

where $\tilde{l}$ is the elevation above the ice/bedrock interface (300 m) below which the vertical strain rate is a linear function of $z$.

The accumulation rate is assumed constant at 75% of its present value of 0.49 m a$^{-1}$. Dahl-Jensen and Johnsen suggested that $A$ was constant at 0.245 m a$^{-1}$ prior to 15,000 years BP, increased linearly with time to its present value (0.49 m a$^{-1}$) between 15,000 and 10,000 years BP, and remained constant since 10,000 years BP. For simplicity (and because Dahl-Jensen and Johnsen did not consider variable $A$ in determining the short-term history), we hold $A$ constant. Variable accumulation rate can be accommodated through our method; but we choose not to consider such variation here because it would necessitate establishing a relation between $A(t)$ and $T(t)$ which was not considered by Dahl-Jensen and Johnsen. We demonstrate the effect of our assumption in the discussion of uncertainty.

Depth-dependent thermal diffusivity is treated to allow for the weak variation of thermal conductivity and heat capacity within the ice and for the change in thermal properties across the bedrock interface. The thermal diffusivity in the ice is determined from the observed temperature profile and the sensitivity of diffusivity to temperature summarized by Ritz (1989). The resulting variation of diffusivity with depth representing today's conditions is assumed to hold for all time. We do not correct the diffusivity for changes in temperature at a given level over time. The thermal diffusivity of bedrock is assumed constant at $1.4 \times 10^{-6}$ m$^2$ s$^{-1}$ (this is the value used by Firestone and others (1990)). Strictly speaking, the diffusivity of Greenland bedrock below Dye-3 is not well established. Here we use a value representative of ancient igneous rock.

We insulate the bottom of the ice and bedrock column (3000 m below the ice/bedrock interface). (The geothermal heat flux, 38.7 mW m$^{-2}$, is accounted for in the reference temperature profile associated with the long-term history, and is not needed in calculating temperature deviations about this reference profile.) We start our calculations at 30,000 years BP with the initial condition $T(t) = 0$ (no deviations from the reference profile are assumed to exist initially). We take time steps, $\Delta t$, of 25 years. We take $\epsilon = 0.25 \times 10^{-8}$ and $\eta(t) = 0^\circ$C, based respectively on our experience and on our desire to minimize the surface-temperature fluctuations necessary to explain the data. We discuss the effects of a larger $\epsilon$ in the discussion of uncertainty.

Results for Dye-3

The inferred record of surface-temperature fluctuations needed to correct the long-term history (Fig. 4) is shown in Figure 6. Mismatch between the observed deviation field ($\Theta$) and the calculated terminal temperature state ($T(N)$) is shown in Figure 7. This mismatch is smaller than that reported by Dahl-Jensen and Johnsen in achieving their fit to the observed deviation field ($< 0.03^\circ$C). In this sense, the control method has found a better match to the borehole observations.

A striking characteristic of the inferred record shown in Figure 6 is the increase in amplitude and frequency of surface-temperature fluctuations over the most recent part of the inferred history. This increase does not appear to be associated with a similar characteristic seen in the borehole observations (Fig. 5), thus the oscillations occurring during the most recent part of the history may be insignificant. To understand the significance of these oscillations and to determine how best to control them, we consider the finite-difference implementation of the control method.

Under typical circumstances, the observed and calculated borehole-temperature profiles will differ by a mismatch profile which oscillates over very short (grid point-to-grid point) vertical scales. This mismatch profile is the initial condition for the adjoint trajectory, which, in turn, determines the optimal surface-temperature history. The questionable surface-temperature oscillations seen over the recent past are thus directly related to spatial oscillations in the mismatch profile.

The backward diffusion process which governs the adjoint trajectory ensures that the short-scale (grid point-to-grid point) oscillations in the mismatch profile are damped rapidly as the adjoint trajectory evolves into the past. High-frequency oscillations in the surface temperature are thus restricted to the most recent past. This
Inferred Surface-Temperature Fluctuations

Fig. 6. History of surface-temperature fluctuations inferred by control methods. The oscillations which affect the last 1500 year period are severe, and may not be entirely reliable. They can be reduced or eliminated by either increasing the spatial and temporal resolution of the finite-difference grid or by a more judicious choice of $\epsilon$ and $\eta(t)$. (We recommend that $\epsilon$ be defined as a function of time, and that its value be increased over the period of the undesirable oscillations.)

explains the appearance of the most recent part of the inferred surface-temperature record (Fig. 6). We conclude that the short-term wiggles seen in this record have little significance because they are generated by short-scale wiggles in the mismatch to borehole data which are not significant.

Three steps can be taken to control the wiggles: (1) the spatial and temporal resolution of the finite-difference grid can be increased (to restrict better the mismatch profile to smaller spatial scales which will be more strongly damped), (2) the initial condition specified for the adjoint trajectory can be spatially filtered to remove insignificant small-scale information, and (3) the trade-off parameter $\epsilon$ can be increased. In experiments where the time-step size was increased from 25 to 100 years, the short-term oscillations increased dramatically (over some parts of the recent history, the ice-sheet surface temperature would exceed the melting temperature of ice).

In experiments where $\epsilon$ was increased (see the discussion of uncertainty following the next section), the amplitude of the oscillations decreased. This benefit was counterbalanced by: (1) diminished fit between calculated and observed borehole-temperature deviations, and (2) reduced detail in the ancient parts of the inferred climate history. (The ability to resolve the inferred Younger Dryas event, for example, disappears when $\epsilon$ is increased above about $10^{-6}$). For this reason, it may be best to avoid using a non-zero $\epsilon$ in future implementations of the control method.

Dye-3 climate record

The surface-temperature history of the Holocene is determined by adding the inferred record of fluctuations (Fig. 6) to the reference climate (Fig. 4) derived by Dahl-Jensen and Johnsen (1986). This history is shown in Figure 8. From 30000 years BP to about 10000 years BP our inferred surface temperature shows a gradual rise from $-29.6^\circ$ to $-22.7^\circ$C. This rise and the inferred temperature minimum at 15000 years BP are features inherited from the long-term reference climate shown in Figure 4. Beginning at about 10000 years BP, there is a rapid cooling event in our inferred history which suggests that the Younger Dryas affected Greenland. The timing and duration of this cold period is determined by the structure of the observed temperature deviations in the lowest 1000 m of the borehole (Fig. 5). The minimum temperature for this apparent Younger Dryas event is $-24.35^\circ$C
Fig. 8. Inferred surface-temperature history for Dye-3, Greenland. This history is constructed by adding the inferred schedule of surface-temperature fluctuations (Fig. 6) to the long-term reference climate (Fig. 4). Also shown is the climate history inferred by Dahl-Jensen and Johnsen (1986) using the trial-and-error method.

and is attained at 7900 years BP. As shown by Figures 4 and 6, the sharp onset of this event at 10000 years BP is a result of the break in slope of the long-term reference climate. Inferred fluctuations about this reference climate (Fig. 6) are smooth and gradual during the period, so the rapid onset of cooling at 10000 years BP in the inferred climate is not well constrained by our analysis.

After the apparent Younger Dryas event, our inferred history displays a period of rapid warming leading to a temperature maximum of -13.5°C at 4125 years BP. Following this temperature maximum, the inferred history displays stronger and more rapid oscillations. The temperature minimum (-24.1°C) at 2475 years BP is probably reliable. As discussed previously, the temperature oscillations following this minimum are insignificant.

The difference between our inferred climate history and that determined by Dahl-Jensen and Johnsen (Fig. 8) can be attributed to the more precise fit between observed and calculated borehole temperatures achieved by the control method. Much of the detail in the inferred surface-temperature history depends on relatively small improvements in the fit to data. Our results suggest that an improvement of this fit from approximately 0.03°C (the maximum difference reported by Dahl-Jensen and Johnsen) to approximately 0.01°C achieved here is necessary to bring out the detail of the paleoclimate. The sensitive dependence of the inferred climate on the fit to data suggests that borehole-temperature measurement accuracy should be improved over the 0.01°C level commonly cited in ice-sheet research.

Uncertainty
How well do borehole data constrain the inferred surface-temperature history? To answer this question, we address three sources of uncertainty: (1) thermal diffusion causes information to dissipate with time (not all parts of the inferred history are equally well constrained by the borehole data), (2) incorrect description of the heat-transfer process, and (3) the influence of the preconception, \( \eta(t) \), in defining the minimum of the performance index. Uncertainty in the measured borehole temperatures constitutes another source of uncertainty in the inferred surface-temperature history, but we do not address this issue here.

One way to estimate the uncertainty imposed by thermal diffusion is to investigate the model-resolution operator (see Menke, 1989, chapter 4). This operator is defined for any inverse method, and is independent of the actual data being inverted. For the discrete least-squares inverse problem in which \( \epsilon = 0 \) (see Appendix), this operator is a matrix defined by

\[
R = K^{-g}K
\]

(44)

where \( K \) is the matrix defining the forward heat-transfer problem in Equation (A3) of the Appendix, and \( K^{-g} \) is the generalized inverse of \( K \) derived from SVD.

The significance of \( R \) is readily seen when one considers the following thought experiment. If the true surface-temperature history were known and designated in its discrete form by \( T_s^t \), then \( R \) would transform \( T_s^t \) into the inferred surface temperature \( T_s^{\text{inf}} \):

\[
T_s^{\text{inf}} = RT_s^t.
\]

(45)

The extent to which \( T_s^t \) is degraded through this transformation is a measure of the best performance possible from the inverse method.

If the inversion procedure determining \( T_s^{\text{inf}} \) from data \( \Theta \) were perfect, \( R \) would be the identity matrix (1s on the diagonal and zeros on all off-diagonal elements).
In most circumstances, however, the non-zero matrix elements of $R$ are spread in a band about the diagonal; and this reflects the degree to which $T_s^\text{inf}$ is filtered in the determination of $T_s^\text{inf}$.

As can be seen in Figure 9, $R$ computed for the Dye-3 analysis presented above (with $\epsilon = 0$) exhibits an off-diagonal spread of non-zero matrix values, and this suggests the extent to which thermal diffusion degrades the ability to resolve the past climate. Near the corner of the matrix which represents the mapping of the most recent history on to itself, $R$ closely resembles the identity matrix. This indicates that the recent climate history will be well resolved by the inverse method. Elsewhere, the matrix is diagonally dominant, but the non-zero matrix
elements are spread a substantial distance from the diagonal. This indicates that, even with the most precise borehole data, the inferred history is at best a temporally averaged representation of the true history.

To estimate the uncertainty caused by the second problem, inadequate physics, we ran a series of sensitivity tests (Fig. 10) to display how the inferred history responds to possible errors in the specification of accumulation rate and vertical strain rate. To investigate accumulation rate, we performed the analysis once with $A$ held fixed at the estimated ice-age value (50% of today's value) and once again with $A$ held fixed at today's value (0.49 m a$^{-1}$) (Dahl-Jensen and Johnsen, 1986). (To save computer time, we ran all sensitivity tests with a time step of 100 years and $\epsilon = 10^{-8}$. The effect of this change was to increase the amplitude of short-term climate oscillations in the recent part of the inferred history.) The range of inferred climate variation associated with the changes in accumulation rate is quite striking. When $A$ is reduced, the local temperature minimum which we associate with the Younger Dryas event virtually disappears. When $A$ is increased, the local minimum is enhanced; but its timing shifts towards the present. We can conclude from these sensitivity tests that uncertainty in the snow-accumulation rate is an important source of error in the inferred climate history. In future studies, it may be possible to use ice-core geochemistry to pin down the variation of snow accumulation through time.

We investigated the effect of vertical strain-rate variation with depth by changing the specification of $w$ from Equation (43) to Equation (33). The effect of this modification is comparable to that associated with the uncertain snow-accumulation rate.

The uncertainty in snow-accumulation rate and vertical strain rate suggests that the timing and duration of the Younger Dryas cold event derived by our analysis can be questioned. Decreased snow accumulation and the variable vertical strain rate both reduce the inferred surface temperature at 10000 years BP. These changes also cause the age of the earliest temperature minimum (identified here with the Younger Dryas event) to increase.

Uncertainty in the inferred Dye-3 temperature history may also arise from the fact that the ice column at Dye-3 is not located at the summit of the ice sheet, thus there may be important two- and three-dimensional flow characteristics which affect local heat transfer. In addition, the geometry of the ice sheet may have changed significantly over the course of the last 30000 years. Our implementation of the control method deals with one-dimensional heat transfer within a time-independent geometry. We are thus unable presently to estimate the full range of uncertainty implied by these possibilities.

To demonstrate the uncertainty associated with the choice of $\epsilon$, we show the inferred climate histories and fits between observed and calculated borehole temperatures associated with a variety of $\epsilon$ values ($10^{-8}, 10^{-4}, 10^{-2}$) in Figures 11 and 12. Short-term climate oscillations can be made to disappear by increasing $\epsilon$; but the costs of this benefit are: (1) less detail in the early part of the climate history, and (2) greater mismatch between calculated and observed borehole-temperature deviations.

**CONCLUSION**

Control methods provide a superior alternative to traditional trial-and-error techniques for inferring surface-temperature history from borehole-temperature observations. When control methods are coupled with an adequate physical model of ice-sheet thermal evolution, the inferred climate history is more detailed and more faithful to observed borehole temperatures than is the case for trial-and-error. The enhancement of detail in the inferred climate history depends sensitively on very...
small improvements in the fit between calculated and observed borehole temperatures. This sensitivity suggests that it is unlikely for a trial-and-error method, which is hampered by human subjectivity, to out-perform the computational algorithm provided by control theory.

As demonstrated here, control methods are easily implemented in borehole-temperature analysis, and involve the introduction of relatively few additional mathematical concepts beyond those describing the forward problem. The principal additional feature introduced by the control method is the adjoint trajectory, which is interpreted as the measure of the sensitivity of the current borehole temperatures to the past climate. Control methods are also easily programmed using software utilities available for matrix manipulation and inversion; they also run efficiently on modern computers. Computer time required for the implementation of control methods is comparable to that required to solve the forward problem during two cycles of the trial-and-error method. We thus recommend control methods as an alternative to trial-and-error for future borehole-temperature analysis.

Our analysis of the Dye-3 borehole temperatures was intended as a tutorial. The results of this analysis, however, point to the benefits of using control methods in future borehole-temperature analysis: temperature-depth profiles can provide an independent check on surface-temperature histories derived from isotopic analysis. Whether our inferred Dye-3 temperature history supports the possibility of a Younger Dryas event in Greenland remains to be established. Our history displays a cold period between 10,000 and 7500 years BP; but this event does not possess all of the characteristics implied by the isotopic record. This disagreement suggests that Fairbanks (1989) may be correct in suggesting that the oxygen-isotope profile at Dye-3 is more a reflection of the glacial meltwater input to the ocean than the local surface temperature of Greenland. Thus, to establish the validity of ice-core oxygen-isotope interpretation and to determine the areal influence of the Younger Dryas event, we recommend paleothermometry by control methods.
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APPENDIX

UNCONSTRAINED SURFACE-TEMPERATURE HISTORY

If \( \epsilon \) is chosen to be zero in the performance index \( \tilde{J} \) of Equation (34), the consequence is that Equation (38), the relation between the adjoint trajectory and the surface-temperature schedule, becomes

\[
\mathbf{CT} \lambda(n) = 0. \tag{A1}
\]

This changes the algorithm for determining \( T_s(n) \) as follows.

An expression for \( T(N) \) in terms of the initial condition and surface-temperature schedule can be derived by recursively applying Equation (27) \( N - 1 \) times.

\[
T(N) = (A^{-1}B)^N T(1) + \sum_{i=2}^{N} (A^{-1}B)^{N-i} A^{-1}C T_s(i)
\]

\[+ (A^{-1}B)^{N-2} A^{-1}G \]  \tag{A2}

This expression is substituted into Equation (37) to provide an initial condition on the adjoint trajectory. Equation (36) is then used to determine expressions for \( \lambda(n) \) for \( n = 2, \ldots, N \). These expressions, when substituted into Equation (A1), yield a series of \( N - 1 \) linear equations for \( T_s(n), n = 2, \ldots, N \).

\[
K T_s = f \tag{A3}
\]

where

\[
K_{ij} = C^T(A^{-1})^T ((A^{-1}B)^T)^{N-i-1} (A^{-1}B)^{N-j-1} A^{-1}C \tag{A4}
\]

and

\[
f_j = C^T(A^{-1})^T ((A^{-1}B)^T)^{N-i-1} \left\{ \Theta - (A^{-1}B)^{N-1} T(1) - \sum_{m=2}^{N} (A^{-1}B)^{m-2} A^{-1}G \right\} \tag{A5}
\]

and where

\[
T_s = \begin{bmatrix} T_s(2) \\ T_s(3) \\ \vdots \\ T_s(N) \end{bmatrix} \tag{A6}
\]

The \((N-1) \times (N-1)\) matrix \( K \) in Equation (A3) is entirely different from the \( 25 \times 25 \) matrix \( K \) in Equation (40) because it is dimensioned by the number of time steps. Equation (A3) can be solved for the surface-temperature schedule without any further references to \( T(N) \) or \( \lambda(n) \).

Problems can arise in attempting to solve Equation (A3). When the number of time steps is large, or the time-step size is large, the rows of \( K \) corresponding to values of \( T_s(t) \) in the distant past become arbitrarily close to zero. Physically, this represents the loss of thermal memory. The effect of this problem is to make the matrix equation too ill-conditioned to be solved by normal inversion procedures. Singular-value decomposition (SVD) should be used in this circumstance. In effect, SVD places a constraint on the surface-temperature schedule of the distant past; thus, SVD is equivalent to the control method described in the main body of this paper.
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