A method to estimate the ice volume and ice-thickness distribution of alpine glaciers
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ABSTRACT. Sound knowledge of the ice volume and ice-thickness distribution of a glacier is essential for many glaciological applications. However, direct measurements of ice thickness are laborious, not feasible everywhere and necessarily restricted to a small number of glaciers. In this paper, we present a method to estimate the ice-thickness distribution and the total ice volume of alpine glaciers. This method is based on glacier mass turnover and principles of ice-flow mechanics. The required input data are the glacier surface topography, the glacier outline and a set of borders delineating different 'ice-flow catchments'. Three parameters describe the distribution of the 'apparent mass balance', which is defined as the difference between the glacier surface mass balance and the rate of ice-thickness change, and two parameters define the ice-flow dynamics. The method was developed and validated on four alpine glaciers located in Switzerland, for which the bedrock topography is partially known from radio-echo soundings. The ice thickness along 82 cross-profiles can be reproduced with an average deviation of about 25% between the calculated and the measured ice thickness. The cross-sectional areas differ by less than 20% on average. This shows the potential of the method for estimating the ice-thickness distribution of alpine glaciers without the use of direct measurements.

INTRODUCTION

A sound knowledge of the total ice volume and ice-thickness distribution of a glacier is essential for many glaciological and hydrological applications. The total ice volume defines the amount of water stored by glaciers in a given catchment, and the ice-thickness distribution exerts an influence on the hydrological characteristics of the basin. Studies addressing the impact of climate change on the hydrology of high alpine catchments (e.g. Huss and others, 2008b) and most glaciodynamical models (e.g. Hubbard and others, 1998) require the ice-thickness distribution as an initial condition.

Measuring the ice-thickness distribution of a glacier and deriving an estimate of its total volume is not, however, an easy task. Current ice-thickness measurement techniques, such as radio-echo sounding or borehole measurements, are expensive, laborious and difficult because of topographical constraints. Moreover, the determination of the ice volume of a glacier cannot be carried out directly, but is necessarily linked to inter- and extrapolation of direct (point) measurements.

For studies focusing on large samples of glaciers, it is necessary to develop alternative approaches which are based on readily available datasets. At present, the total ice volume of glaciers is often estimated using volume-area scaling relations (Erasov, 1968; Müller and others, 1976; Macheret and Zhuravlev, 1982; Chen and Ohmura, 1990; Bahr and others, 1997). Several attempts have been made to infer the ice-thickness distribution on the basis of surface characteristics. These include applications of the shallow-ice approximation (Paterson, 1971; Haeberli and Hoelzle, 1995) or more complex procedures such as inverse methods based on modeling (Thorsteinsson and others, 2003; Raymond, 2007). The second category has focused mainly on ice sheets and ice streams (Collins, 1968; Guðmundsson and others, 2001).

We present a method for estimating both the overall ice volume and the ice-thickness distribution of alpine glaciers, based on mass turnover and principles of the ice-flow mechanics. The method was developed and validated on four alpine glaciers in Switzerland (Rhonegletscher, Silvrettagletscher, Unteraargletscher and Glacier de Zinal; Fig. 1), where ice-thickness measurements are available.

METHOD

The purpose of our method is to estimate ice-thickness distribution from a given glacier surface topography. According to the principle of mass conservation, the mass-balance distribution should be balanced by the ice-flux divergence and the resulting surface elevation change. The ice thickness can then be inferred from the ice fluxes. The theoretical background is as follows.

Consider a vertical column of ice with length $dx$ and height $h$ in a longitudinal glacier profile (Fig. 2). If the ice density $\rho$ is constant and only plane strain is occurring, in the continuum limit of Figure 2 the mass conservation equation is of the form:

$$\frac{\partial h}{\partial t} = b + b' - \frac{\partial q}{\partial x},$$

(1)

where $\partial h/\partial t$ is the rate of ice-thickness change, $b$ and $b'$ are the rates of mass gain or loss (mass balance) at the surface and the bed, respectively and $q$ is the specific mass flux. In most glaciers $b'$ is small compared to $b$ (Paterson, 1994). In a more general three-dimensional (3-D) case, the mass conservation equation can be written:

$$\frac{\partial h}{\partial t} = b - \nabla_{xy} \cdot \vec{q},$$

(2)
where \( \nabla_{xy} \cdot \vec{q} \) is the ice-flux divergence. Integrating Equation (2) over the glacier map domain \( \Omega \) leads to:

\[
\int_{\Omega} \frac{\partial h}{\partial t} \, d\Omega = \int_{\Omega} b \, d\Omega \tag{3}
\]

since we can write (using Gauss’s law):

\[
\int_{\Omega} \nabla_{xy} \cdot \vec{q} \, d\Omega = \int_{\partial \Omega} \vec{q} \cdot d\vec{r} = 0, \tag{4}
\]

where \( \vec{b} \) is the normal vector to the glacier outline \( \partial \Omega \). In general, for a glacier, the spatial distributions of \( \vec{b} \) and \( \partial h/\partial t \) are unknown and difficult to estimate because of the complex spatial variability. We therefore introduce a new variable, \( \vec{\tilde{b}} \) (m.w.e. a \( ^{-1} \)); the ‘dot’ of the time derivative is omitted to simplify notation, which varies linearly with elevation and satisfies:

\[
\int_{\Omega} \vec{\tilde{b}} \, d\Omega = \int_{\Omega} \vec{b} \, d\Omega - \int_{\Omega} \frac{\partial h}{\partial t} \, d\Omega \\
= \int_{\Omega} \left( \vec{b} - \frac{\partial h}{\partial t} \right) \, d\Omega = 0. \tag{5}
\]

The main advantage of estimating \( \vec{\tilde{b}} \) instead of \( \vec{b} \) and \( \partial h/\partial t \) separately is that, under the condition in Equation (5), the integrated mass conservation equation (Equation (3)) is fulfilled without the need for information about the distribution of the surface mass balance and the spatial and temporal variation of the glacier surface elevation. If the given geometry corresponds to steady state, \( \vec{\tilde{b}} \) is the ‘actual’ (i.e. the actual observable) glacier surface mass balance. In the following, \( \vec{\tilde{b}} \) is referred to as ‘apparent mass balance’.

The proposed method consists of estimating a distribution of the apparent mass balance, from which an ice flux for defined ice flowlines is computed. The flux is then converted to an ice thickness using an integrated form of Glen’s flow law (Glen, 1955) and interpolated over the entire glacier. The resulting ice-thickness distribution is adjusted with a factor that accounts for the local surface slope. The result is an estimate of the ice-thickness distribution of the considered glacier.

The required inputs are: (1) a digital elevation model (DEM) of the region; (2) a corresponding glacier outline; (3) a set of ice flowlines which determine the main ice-flow paths through the glacier; (4) a set of borders that confine the ‘ice-flow catchments’ of the defined ice flowlines (Fig. 3a); (5) three parameters defining the distribution of the apparent mass balance; and (6) two parameters describing the ice-flow dynamics.

Alpine valley glaciers are often composed of distinct branches flowing together into a main stream (e.g. Fig. 1a and c). In this case, a division into different units, here called ‘ice-flow catchments’, is necessary in order to represent the ice-flow dynamics. These catchments are digitized using topographic maps, aerial photographs or DEMs, tracking
moraines or other geomorphological structures. The ice flow lines mainly correspond to the centre of the ice-flow catchments.

The following assumptions are made: (1) the apparent mass-balance distribution can be described using two vertical mass-balance gradients \( \tilde{d}b/\tilde{dz}_{acc} \) for the accumulation area and \( \tilde{d}b/\tilde{dz}_{abl} \) for the ablation area and an equilibrium-line altitude (ELA); (2) debris coverage reduces the apparent mass balance at a given location by a fixed percentage \( f_{\text{debris}} \) (Schuler and others, 2002); and (3) the glacier flow dynamics can be described by Glen’s (1955) flow law.

The vertical mass-balance gradients \( \tilde{d}b/\tilde{dz}_{acc/abl} \) refer to the apparent mass balance \( \tilde{b} \) and therefore do not necessarily correspond to the gradients of the actual mass balance. Glen’s flow law is parameterized with the flow rate factor \( A \), the exponent \( n \) and a correction factor \( C \), which accounts for the valley shape (in analogy to the shape factor introduced by Nye (1965)), the basal sliding and the error arising from the approximation of the specific ice volume flux at the profile centre.

The method can be divided into seven steps as follows.

1. Using the given glacier surface topography and the defined vertical mass-balance gradients, the apparent mass-balance distribution is calculated for each ice-flow catchment. Starting with an estimated ELA of \( z_0 \), the corresponding apparent mass balance \( \tilde{b}_i \) for every gridcell \( i \) of elevation \( z_i \) is calculated using:

\[
\tilde{b}_i = \begin{cases} 
(z_i - z_0) \cdot \frac{d^2}{dz_{acc}^2} \cdot f_{\text{debris}} & \text{if } z_i \leq z_0 \\
(z_i - z_0) \cdot \frac{d^2}{dz_{abl}^2} \cdot f_{\text{debris}} & \text{if } z_i > z_0 
\end{cases}
\]

with \( f_{\text{debris}} = 1 \) if the cell \( i \) is not debris-covered. The estimated ELA \( z_0 \) is then varied iteratively until the condition of Equation (5) is met. The ELA which satisfies this criterion is an 'apparent ELA' \( \tilde{z}_0 \), which does not necessarily correspond to the actual ELA. The procedure is repeated for every ice-flow catchment.

2. With the apparent mass-balance distribution calculated in step (1), the ice volume flux at each point of the ice-flow lines is determined. This is done by cumulating the apparent mass balance \( \tilde{b}_i \) of every gridcell \( i \) of the area that contributes to the ice volume flux at the considered point. The contributing area is approximated as the area located upstream of a line perpendicular to the ice flowline at the considered point (Fig. 3a).

3. The ice volume flux calculated in step (2) is normalized with the local glacier width relevant for the ice discharge (here called 'ice-discharge effective width') in order to obtain the mean specific ice volume flux \( \tilde{q}_i \). The ice-discharge effective width is determined along cross-sections perpendicular to the ice flowlines and is based on the surrounding topography (Fig. 3b). The local glacier width, determined by the intersection of the perpendicular line and the glacier outline, is therefore reduced to the width for which the slope of the ice surface does not exceed a given threshold \( \alpha_{\text{lim}} \). The error due to the approximation of the specific ice volume flux at the centre of the cross-profile \( \tilde{q}_{\text{centre}} \) with the mean specific ice volume flux over the cross-profile \( \tilde{q}_i \) is accounted for in the correction factor \( C \).

4. When laminar flow is assumed in a parallel-sided slab glacier model (Paterson, 1994), the flow relation by Glen (1955) can be integrated and solved for the ice thickness. The ice thickness \( h_i \) at any point of the flowline with a mean specific ice volume flux \( \tilde{q}_i \) can then be calculated with the equation:

\[
h_i = \sqrt[2]{\frac{\tilde{q}_i}{2A}} \cdot n + 2 \cdot \frac{C \rho g \sin \alpha}{A}.
\]

The contribution of basal sliding to the total flow speed is accounted for in the correction factor \( C \). \( \rho \) is the ice density, \( g \) the acceleration due to gravity and \( \alpha \) the mean surface slope along the considered ice flowline. In the following, the flow rate factor \( A \) is taken from the literature. Its uncertainties are transferred into parameter \( C \). If ice-thickness measurements are available, the correction factor \( C \) can be calibrated. Otherwise, an estimation is required.

5. The ice thickness calculated in step (4) is used as input for a spatial interpolation. The glacier outline is used as a boundary condition with zero ice thickness. The interpolation routine uses an inverse distance averaging technique, weighting the individual interpolation nodes with the inverse of the squared distance from the considered point.

6. To include the effect of the local surface slope \( \alpha \) on the ice thickness, the ice thickness interpolated in step (5) is multiplied by a factor proportional to \( \sin \alpha \) at every gridcell. The factor is derived from Equation (7). The local surface slope is determined from a smoothed ice surface and is filtered with a lower slope limit \( \alpha_{\text{lim}} \) to prevent an overestimation of ice thicknesses in very flat zones (as the factor tends to infinity when \( \alpha \) tends to zero). The factor is normalized in order to preserve the previously calculated total ice volume.

7. Finally, the calculated ice thickness is smoothed with a two-dimensional (2-D) discrete Gaussian filter of constant extension.

The result is an estimate of the ice-thickness distribution of the entire glacier, which defines the overall ice volume. The bedrock topography can be calculated by subtracting the local ice thickness from the given glacier surface. A glacier surface smoothing is necessary to avoid the reproduction of small topographic surface features in the underlying bedrock.

FIELD DATA

The method is applied to four alpine glaciers located in Switzerland (Fig. 1). The selected glaciers comprise different glacier types. Unteraargletscher and Rhonegletscher are large valley glaciers. The former is divided into three main branches flowing together and the latter has a compact geometry. Glacier de Zinal is a highly branched valley glacier of medium size and Silvrettagletscher is a small and compact mountain glacier. The ice-thickness distributions of the four glaciers are known along several cross-profiles from radioecho soundings (Fig. 1). The glacier surface topography is given by DEMs and glacier outlines for different years. The
Table 1. Available datasets: profiles (number of profiles with ice-thickness measurements); measurements (years in which the radio-echo sounding measurements were performed); and DEMs (years for which surface topography and glacier outlines are used)

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Profiles</th>
<th>Measurements</th>
<th>DEMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhone</td>
<td>13</td>
<td>2003</td>
<td>1929, 1980,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1991, 2000</td>
</tr>
<tr>
<td>Silvretta</td>
<td>9</td>
<td>2007</td>
<td>2007</td>
</tr>
<tr>
<td>Unteraar</td>
<td>48</td>
<td>1990, 1997,</td>
<td></td>
</tr>
<tr>
<td>Zinal</td>
<td>12</td>
<td>2006, 2007</td>
<td>2006</td>
</tr>
</tbody>
</table>

Table 2. Parameter values and units

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate factor</td>
<td>A</td>
<td>2.4 × 10⁻¹⁵</td>
<td>kPa⁻³ s⁻¹</td>
</tr>
<tr>
<td>dB/dz accumulation zone</td>
<td>d̃abl</td>
<td>0.5 × 10⁻²</td>
<td>a⁻¹</td>
</tr>
<tr>
<td>dB/dz ablation zone</td>
<td>d̃abl</td>
<td>0.9 × 10⁻²</td>
<td>a⁻¹</td>
</tr>
<tr>
<td>Debris reduction factor</td>
<td>f_debris</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Glacier-specific values of the dimensionless correction factor C

<table>
<thead>
<tr>
<th>Glacier</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhone</td>
<td>0.45</td>
</tr>
<tr>
<td>Silvretta</td>
<td>0.80</td>
</tr>
<tr>
<td>Unteraar</td>
<td>0.65</td>
</tr>
<tr>
<td>Zinal</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Methods used for data acquisition are described by Bauder and others (2003, 2007). The spatial resolution of the DEMs is 25 m for all glaciers. The available datasets are summarized in Table 1.

Unteraargletscher was chosen for the validation because of the large number of datasets available. These include radio-echo sounding ice-thickness measurements (Funk and others, 1994; Bauder and others, 2003), annual surface ice-flow speed measurements from 1924 to 2005 on cross-profiles in the ablation area (Flotro, 2007) and annual ice volume fluxes across profiles in the ablation area determined from surface velocity data (Huss and others, 2007).

RESULTS

The method was applied to Rhonegletscher, Glacier de Zinal and Silvrettagletscher in order to calibrate the input parameters and to determine the sensitivity of the output with respect to the calibrated parameters. A validation was performed on Unteraargletscher.

For the sake of simplicity, the same values for the vertical mass-balance gradients dB/dz_acc, abl, the debris coverage reduction factor f_debris and the parameters of Glen’s flow law A and n were used for all glaciers (Table 2). The only glacier-specific parameter is the correction factor C (Table 3).

The flow rate factor A was set to the value determined for alpine glaciers in previous studies (Hubbard and others, 1998; Guðmundsson, 1999). This value, obtained by fitting measured ice surface velocities to results of ice-flow models, is smaller by a factor of ~2 compared to results from laboratory experiments (e.g. Paterson, 1994).

For Rhonegletscher, Glacier de Zinal and Silvrettagletscher, the correction factor C was calibrated by fitting the calculated ice thicknesses to the radio-echo sounding measurements. For the validation on Unteraargletscher, C was set to the mean value calibrated for the considered valley glaciers, i.e. Rhonegletscher and Glacier de Zinal. The flow law exponent is n = 3. The values chosen for dB/dz_acc, abl and f_debris are based on mass-balance studies on the considered glaciers (Huss and others, 2007, 2008a). As an approximation, we assumed that the gradients of the apparent mass balance dB/dz_acc, abl correspond to the gradients of the actual mass balance. The ice density was assumed to be ρ = 900 kg m⁻³ for all glaciers. The threshold slope αlim, which defines the ice-discharge effective width, and the lower slope limit used for the surface slope filtering were determined empirically and set at αlim = 20° and αl = 5°, respectively.

For Rhonegletscher, Glacier de Zinal and Silvrettagletscher, the mean absolute deviation between calculated and measured ice thicknesses is 26 m (corresponding to 19% of the measured ice thickness; standard error of estimate SEE = 36 m) (Fig. 4a). The mean absolute deviation between calculated and measured cross-sectional area is 1.6 × 10⁴ m² (15%; SEE = 2.3 × 10⁴ m²) (Fig. 4b). The sum of all calculated cross-sectional areas deviates by 3% from the sum of the measured cross-sectional areas.

On Unteraargletscher (used for validation), the absolute mean deviation between calculated and measured ice thickness is 39 m (20%; SEE = 50 m) (Fig. 5a). The absolute mean deviation between the calculated and the measured cross-sectional area is 2.6 × 10⁴ m² (17%; SEE = 3.3 × 10⁴ m²) (Fig. 5b). The deviation of the sum of all cross-sectional areas amounts to 6%.

Table 4 lists the key parameters of the four analyzed glaciers. The ice volume determined using a volume–area scaling relation (Bahr and others, 1997) is reported for comparison purposes. Except for the highly branched Glacier de Zinal, the ice volume determined using the volume–area

Fig. 4. Comparison of calculated and measured (a) ice thickness h and (b) cross-sectional area A. For better visualization, the cross-sectional area is normalized with the mean measured area A_m. The statistics, bottom right, refer to the whole ensemble of points (n: number of points; avg dev: average deviation; SEE: standard error of estimate).
scaling relation is smaller than the volume calculated by our method (~37% on average). Numerical values characterizing the deviation between calculated and measured ice thicknesses for the individual glaciers are listed in Table 5. Figures 6–9 depict the calculated ice-thickness distribution; comparisons between calculated and measured bedrock topography along selected profiles are also provided.

The comprehensive dataset available for Unteraargletscher allows two more aspects of the results to be validated. In the following, the ice volume fluxes and the surface flow velocities resulting from the presented method are compared with measurements and results of earlier studies.

Using the surface flow-speed measurements of Flotron (2007) and the ice-thickness distribution known from radioecho soundings, Huss and others (2007) calculated an annual ice volume flux (here referred to as ‘observed’ ice volume flux) for different cross-profiles in the ablation area. The flux was determined by integrating the flow-speed field resulting from up to 30 surface velocity measurements per profile. The vertical distribution of the horizontal flow speed was calculated from measured surface velocities with an assumption of simple shearing (Paterson, 1994). These results are compared with the ice volume flux resulting from our method. The latter is determined by adding the ice volume fluxes of the individual ice flowlines at the location where the flowlines cross the considered profile.

The observed ice volume flux can be reproduced within a factor of 1.3 for four cross-sections located at the tongue of Unteraargletscher (Fig. 9a). The mean deviation between observed and calculated ice volume flux is $1.3 \times 10^6 \text{m}^3 \text{a}^{-1}$ (SEE $= 2.6 \times 10^6 \text{m}^3 \text{a}^{-1}$) and is almost constant for the individual profiles.

Table 4. Key parameters for the four analyzed glaciers resulting from the method application. $V_{\text{Bahr}}$ is the total ice volume determined using the volume–area scaling relation of Bahr and others (1997)

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Year</th>
<th>Area ($\text{km}^2$)</th>
<th>Volume ($\text{km}^3$)</th>
<th>$\bar{h}$ (m)</th>
<th>$h_{\text{max}}$ (m)</th>
<th>$V_{\text{Bahr}}$ ($\text{km}^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhone</td>
<td>2000</td>
<td>15.12</td>
<td>1.97</td>
<td>130</td>
<td>174</td>
<td>1.33</td>
</tr>
<tr>
<td>Silvretta</td>
<td>2007</td>
<td>2.81</td>
<td>0.17</td>
<td>60</td>
<td>121</td>
<td>0.13</td>
</tr>
<tr>
<td>Unteraar</td>
<td>2003</td>
<td>22.71</td>
<td>4.00</td>
<td>176</td>
<td>369</td>
<td>2.31</td>
</tr>
<tr>
<td>Zinal</td>
<td>2006</td>
<td>13.41</td>
<td>0.82</td>
<td>61</td>
<td>174</td>
<td>1.13</td>
</tr>
</tbody>
</table>

Table 5. Comparison between measured and calculated ice thickness and cross-sectional area ($\Delta h$); average absolute deviation between measured and calculated ice thickness; SEE: standard error of estimate of $\Delta h$; $\Delta A$: average absolute deviation between measured and calculated cross-sectional area; and SEE: standard error of estimate of $\Delta A$.

<table>
<thead>
<tr>
<th>Glacier</th>
<th>$\Delta h$ (m)</th>
<th>$\text{SEE}_h$ (m)</th>
<th>$\Delta A$ ($\text{m}^2$)</th>
<th>$\text{SEE}_A$ ($\text{m}^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhone</td>
<td>27.8</td>
<td>45</td>
<td>2.8</td>
<td>20.6</td>
</tr>
<tr>
<td>Silvretta</td>
<td>24.9</td>
<td>19</td>
<td>0.5</td>
<td>14.5</td>
</tr>
<tr>
<td>Unteraar</td>
<td>20.2</td>
<td>48</td>
<td>2.6</td>
<td>16.9</td>
</tr>
<tr>
<td>Zinal</td>
<td>19.8</td>
<td>28</td>
<td>1.0</td>
<td>16.1</td>
</tr>
</tbody>
</table>

For the same cross-sections considered above, an ice-flow velocity distribution was calculated using a model described by Sugiyama and others (2007). The model calculates the horizontal flow-speed field along a given cross-section by solving the equations for balance of shear stress and Glen’s flow law. Basal sliding is introduced by a linear relation between the sliding speed and the shear stress acting on the bed (Weertman, 1964; Lliboutry, 1979). The relation is given by the so-called ‘sliding coefficient’. The glacier bedrock calculated with the presented method and the glacier surface topography was used as the boundary condition. For the flow rate factor $A$, the same value was chosen as for the calculation of the ice-thickness distribution (Table 2).

The surface slope of each profile was derived from the DEM. The sliding coefficient was supposed to be constant across one single profile but was adjusted for each in a range of 30–90 m a$^{-1}$ MPa$^{-1}$ in order to match the respective maximum surface velocity. This leads to a basal sliding that accounts for 15–33% of the observed surface speed.
which is slightly less than that found by Guðmundsson and others (1999) and Helbing (2005) by inclinometer measurements. The ice-flow velocities at the surface calculated using the model were then compared with the surface velocity measurements (Fig. 10b). The average deviation is 2.2 m a⁻¹ (SEE = 3.7 m a⁻¹).

**DISCUSSION**

The accuracy of the method in estimating ice thicknesses is assessed by comparing calculated and measured quantities for Unteraargletscher, which was used for validation without tuning of the parameters. The accuracy of the ice-thickness estimation is therefore about 20%, which corresponds to less than 40 m for this glacier. The cross-sectional areas are estimated within 17%.

The estimated accuracy is a measure for the resolution of the calculated glacier bedrock topographies. Bedrock features smaller than the estimated accuracy cannot be resolved and should not be further interpreted. This may partially limit the use of the results for applications where the resolution of small-scale features is required (e.g., 3-D ice-flow modelling of basal processes). In such a case, an assessment of the sensitivity with respect to the input bedrock geometry is recommended.

Our method is based on the determination of the ice volume fluxes of a glacier. The apparent mass balance b, defined at any point as the difference between the surface mass balance b and the rate of thickness change ∂h/∂t, is introduced in order to account for mass conservation.

**Fig. 7.** Calculated ice-thickness distribution of Glacier de Zinal. The insets (a–h) show the marked cross-sections; all have the same vertical exaggeration.

**Fig. 8.** Calculated ice-thickness distribution of Silvrettagletscher. The insets (a–f) show the marked cross-sections; all have the same vertical exaggeration.

**Fig. 9.** Calculated and measured ice-thickness distribution of Unteraargletscher. The insets (a–h) show the marked cross-sections. All have the same vertical exaggeration. Ice-flow velocity measurements are available for the grey dashed profiles with numbers.

**Fig. 10.** Comparison of (a) calculated and observed ice volume fluxes Q_{ice} and (b) calculated and measured surface ice-flow velocities v_{surf} for the four cross-profiles labelled with numbers in Figure 9. Observed ice volume fluxes represent mean values for the 1989–98 period (bars corresponding to two standard deviations); measured ice-flow velocities at surface refer to the year 2001.
The main advantage of estimating \( \tilde{b} \) and not \( \dot{b} \) and \( \partial h/\partial t \) separately, is that the glacier-wide average of \( \tilde{b} \) is zero by definition (Equation (5)) and no steady-state assumption is therefore required. This is in contrast to other methods, such as volume–area scaling, that have an inherent steady-state assumption. A unique relationship between volume and area is only possible with glaciers in steady state. This assumption is often violated in today’s climate with many glaciers out of equilibrium.

The determination of \( \tilde{b} \) is described by two parameters, \( \partial \tilde{b}/\partial z_{\text{acc}} \) and \( \partial \tilde{b}/\partial z_{\text{abl}} \), defining the vertical gradient of \( \tilde{b} \) in the ablation and the accumulation zone, respectively. In general, the gradients \( \partial \tilde{b}/\partial z \) do not correspond to the gradients of the actual mass balance \( \partial h/\partial t \). A correspondence of the two is given only if the rate of ice-thickness change \( \partial h/\partial t \) is zero everywhere, i.e. the glacier is in steady state. Thus, \( \partial \tilde{b}/\partial z \) is a good approximation of \( \partial \dot{b}/\partial z \) when \( \partial h/\partial t \) is small.

According to Jóhannesson and others (1989), \( \partial h/\partial t \) is highest at the glacier tongue and becomes rapidly smaller as the distance from the tongue increases. In the accumulation zone, the approximation of \( \partial \tilde{b}/\partial z \) by \( \partial \dot{b}/\partial z \) is therefore justified in most cases and we can write \( \partial \tilde{b}/\partial z_{\text{acc}} \approx \partial \dot{b}/\partial z_{\text{acc}} \). A larger difference is expected between \( \partial \tilde{b}/\partial z_{\text{abl}} \) and \( \partial \dot{b}/\partial z_{\text{abl}} \). The difference increases as the glacier is further from equilibrium. In the ablation zone, \( \partial \tilde{b}/\partial z_{\text{abl}} \) is expected to be steeper than \( \partial \dot{b}/\partial z_{\text{abl}} \).

Figure 11 illustrates the result of the parameterization of \( \tilde{b} \) with \( \partial \tilde{b}/\partial z_{\text{acc}}/\partial \dot{b}/\partial z_{\text{acc}} \) for the case of Rhonegletscher in the period 1991–2000. The distribution of the mass balance \( \tilde{b} \) with altitude was calculated based on direct measurements and a distributed mass-balance model (Huss and others, 2008a). The rate of thickness change \( \partial h/\partial t \) was determined by differencing the DEMs of the years 1991 and 2000. Despite the approximation of \( \partial \dot{b}/\partial z_{\text{abl}} \) by \( \partial \tilde{b}/\partial z_{\text{abl}} \), the difference \( \dot{b} - \partial h/\partial t \) and the estimated apparent mass balance \( \tilde{b} \) agree well in both the accumulation and the ablation zone (Fig. 11b). In this case, the approximation \( \partial \tilde{b}/\partial z_{\text{abl}} \approx \partial \dot{b}/\partial z_{\text{abl}} \) is therefore justified.

The sensitivity of the present method with respect to the input surface topography was tested for Rhonegletscher. Bedrock topographies were calculated based on the surface topographies of the years 1929, 1980, 1991 and 2000. The comparison of the results showed that the difference between two bedrock topographies becomes larger as the time lag between the two considered input geometries increases. The mean specific net balance in the previous 20 years, \( \bar{b}_{\text{net},20} \), is considered an indicator for how far the considered glacier geometry is from a steady state.

Figure 12 shows the bedrock calculated for Rhonegletscher with the surface topographies for the years 2000 (\( \bar{b}_{\text{net},20} = -0.59\) m.w.e. a\(^{-1}\) ) and 1929 (+0.16 m.w.e. a\(^{-1}\) ) (Huss and others, 2008a). The mean deviation between the two bedrock topographies is +2.2 m, indicating that the bedrock calculated with the surface topography of the year 2000 has a higher average elevation. The mean deviation is smaller than the estimated accuracy. The largest differences occur in the ablation area (Fig. 12). This was expected due to the approximation of \( \partial \tilde{b}/\partial z \) with \( \partial \dot{b}/\partial z \).

The sensitivity of the method with respect to the input parameters was tested on Rhonegletscher and Glacier de Zinal. The sensitivity is quantified in terms of relative change in the mean ice thickness for all parameters. For the mass-balance gradients, the sensitivity is also expressed in terms of relative change in the calculated apparent ELA.

The flow rate factor \( A \) and the correction factor \( C \) are the most sensitive parameters affecting the calculated mean ice thickness (Fig. 13a). On average, a variation in \( C \) of 0.1 leads to a variation of 9% in the mean ice thickness. The parameters \( C \) and \( A \) are not independent of each other (Equation (7)). An increase in \( A \) by a factor of 2 is equivalent to a decrease in \( C \) by 20%, and reduces the mean ice thickness by 18% (Fig. 13a). The sensitivity of the two parameters diminishes slightly towards larger values of \( A \) and \( C \) and is glacier-independent.

The sensitivity of the flow rate factor \( A \) and the correction factor \( C \) is intrinsic to the approach. Since uncertainties in \( A \) can be transferred to \( C \), the flow rate factor \( A \) is set to values reported in the literature (e.g. Hubbard and others, 1998; Guðmundsson, 1999).

The determination of \( C \) is more difficult, as it accounts for different approximations and uncertainties. These are:
(1) the approximation of the shear stress distribution by a linear relation (Nye, 1965); (2) the approximation of the specific ice volume flux at the centre of the profile \(q_{\text{centre}}\) with the mean ice volume flux across the profile \(\overline{q}\); (3) the influence of the basal sliding, assuming a linear relation with the deformation velocity (e.g. Guðmundsson, 1999); and (4) the uncertainties in the flow rate factor \(A\).

Considering only approximation (1), the correction factor \(C\) depends on the shape of the cross-section only. In this case, \(C\) assumes a value between 0 (channel of infinite depth) and 1 (channel of infinite width) (Nye, 1965). For approximation (2), we can show that in the case of a channel with cylindrical shape, the approximation of \(q_{\text{centre}}\) with \(\overline{q}\) increases \(C\) by less than 10%. With approximation (3), a doubling of the surface velocity due to increased basal sliding would require an increase in \(C\) by 25%. An uncertainty in \(A\) (approximation (4)) by a factor of 2 results in an uncertainty in \(C\) of about 20%.

For cross-sections which have a greater width than depth, \(C\) is expected to assume values between 0.4 and 1.0. For glaciers with some field data, the correction factor \(C\) can be calibrated. However, for glaciers with no a priori information, an estimation is necessary. Since \(C\) depends on the shape of the cross-section, one approach to estimate \(C\) is to consider glaciers for which similar bedrock shapes are expected. For Unteraargletscher, \(C\) was set to the mean value calibrated for similar valley glaciers, i.e. Rhonegletscher and Glacier de Zinal.

The sensitivity of the mean ice thickness with respect to changes in the gradients of the apparent mass balance and the calculated apparent ELA \(Z_0\) (Fig. 13b) is glacier-dependent. A change in \(Z_0\) has stronger effects for highly branched glaciers (e.g. Glacier de Zinal, Fig. 1a) than for glaciers with compact geometry (e.g. Rhonegletscher, Fig. 1b). This is due to the different distribution of area and volume, with branched glaciers having a larger area-to-volume ratio than glaciers with compact geometry. The difference between the mass-balance gradients for the ablation and the accumulation area leads to a different sensitivity of the mean ice thickness for an increase or a decrease in the apparent ELA. The sensitivity of \(Z_0\) with respect to the gradients of the apparent mass balance is almost linear. The method is less sensitive to changes in the mass-balance gradients compared to the parameters of Glen's flow law.

For the considered glaciers, identical gradients were assumed. This may not be realistic, but is a practical approach that diminishes the degrees of freedom. For an application of the method to glaciers in different climatic regions (e.g. maritime glaciers with high mass turnover or continental glaciers) additional input data (e.g. mass-balance measurements and rates of ice-thickness change) to determine the model parameters may be required. The comparison of calculated and measured ice thicknesses is the most direct way to validate the result. The validation with other types of data, such as flow-speed or ice volume flux measurements, is more complicated since additional assumptions are required. The comparison between calculated and measured ice-flow velocities requires assumptions about unknown processes such as basal motion. It therefore only provides a plausibility check of the calculated glacier bedrock while indicating whether the observations can be reproduced using realistic assumptions, rather than supplying direct information on the calculated bedrock.

In the case of Unteraargletscher, the comparison reveals an unrealistic bedrock for profile 4 (Fig. 9), since no match between modelled and observed velocities can be achieved using realistic assumptions on basal sliding. The flow speed for profile 4 is overestimated at the cross-sectional margins (Fig. 10b) and indicates an overestimation of the calculated ice thickness in this sector. This is confirmed by the comparison with the bedrock determined by radio-echo soundings.

The comparison of calculated and observed ice volume fluxes (Fig. 10a) is also influenced by assumptions about the basal sliding. According to Helbing (2005), Huss and others (2007) assumed that basal motion accounts for 50% of the surface speed. The observed ice volume fluxes are systematically overestimated by our method (Fig. 10a). The overestimation for profile 6 (located furthest from the glacier tongue) indicates an overestimation of \(\dot{b}\) in the accumulation zone. Huss and others (2007) showed that, at present, only about 40% of the ablational mass loss of the tongue is compensated by the ice flux. The rate of ice-thickness change \(\frac{dh}{dt}\) is therefore relatively high and the apparent mass balance \(\dot{b}\) differs significantly from the actual surface mass balance \(\dot{b}\). This means that the overestimation of the ice volume flux contributes to the correct reproduction of the ice thickness in the tongue region which would otherwise be underestimated.

**CONCLUSIONS**

A method to estimate the ice-thickness distribution and the total ice volume of alpine glaciers from surface topography is presented. The accuracy inferred from point-to-point comparison of calculated and measured ice thickness is \(\sim 25\%\). Individual cross-sectional areas can be reproduced with an accuracy of 20%.

The method is robust with respect to the chosen input geometry, and relatively insensitive with respect to the parameters describing the apparent glacier mass balance. The sensitivity of the method is higher for the flow rate factor \(A\) and the correction factor \(C\). \(C\) can be calibrated when measurements of the ice thickness or the ice-flow velocities are available; otherwise it has to be estimated. An estimate of \(C\) can be derived from the glacier type and geometry, since \(C\) is influenced by the bedrock shape. At present, the database of ice-thickness measurements available for estimating \(C\) is small and needs to be expanded.
The analysis performed on four Swiss glaciers shows that the method is well suited to estimate the bedrock topography for glaciers where no direct measurements are available. The application of this method to different glaciers may require additional input data in order to correctly adjust the parameters describing the glacier mass turnover.

The method is well suited for estimating the total ice volume of individual glaciers or small mountain ranges. The potential for analysis on a larger scale (e.g., questions related to sea-level rise) is limited by the required (manual) digitization effort (glacier boundaries, flowlines and ice-flow catchments). For such analysis, the scaling approach may remain the only viable method (Raper and Braithwaite, 2005). In this regard, the presented method can be very valuable for enlarging the datasets that such scaling relations are based on.
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