Arctic sea-ice change: a grand challenge of climate science
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ABSTRACT. Over the period of modern satellite observations, Arctic sea-ice extent at the end of the melt season (September) has declined at a rate of >11% per decade, and there is evidence that the rate of decline has accelerated during the last decade. While climate models project further decreases in sea-ice mass and extent through the 21st century, the model ensemble mean trend over the period of instrumental records is smaller than observed. Possible reasons for the apparent discrepancy between observations and model simulations include observational uncertainties, vigorous unforced climate variability in the high latitudes, and limitations and shortcomings of the models stemming in particular from gaps in understanding physical process. The economic significance of a seasonally sea-ice-free future Arctic, the increased connectivity of a warmer Arctic with changes in global climate, and large uncertainties in magnitude and timing of these impacts make the problem of rapid sea-ice loss in the Arctic a grand challenge of climate science. Meaningful prediction/projection of the Arctic sea-ice conditions for the coming decades and beyond requires determining priorities for observations and model development, evaluation of the ability of climate models to reproduce the observed sea-ice behavior as a part of the broader climate system, improved attribution of the causes of Arctic sea-ice change, and improved understanding of the predictability of sea-ice conditions on seasonal through centennial timescales in the wider context of the polar climate predictability.

INTRODUCTION

Over the period of modern satellite observations (1979–present), Arctic sea-ice extent at the end of the melt season (September) has declined at a rate of >11% per decade, and there is evidence that the rate of decline has accelerated during the last decade. Every September since 1996 the sea-ice extent has been below the 1979–99 mean. Ice extent for September 2010 was the third lowest in the satellite record for the month, behind 2007 (lowest) and 2008 (second lowest) (US National Snow and Ice Data Center (NSIDC), http://nsidc.org/arcticeaceneuros/2010/100410.htm, 2010). For the last 4 years, September ice extent has been below two standard deviations below the long-term climatic mean. The winter ice extent has also been declining, but at a slower rate, although 2011’s winter maximum ice extent was close to the lowest in the satellite record. The sea-ice cover is also thinning (e.g. Rothrock and others, 1999). According to Kwok and others (2009), the Arctic Ocean has lost 40% of its multi-year ice in the last 5 years. At the end of summer 2010, <15% of the ice remaining in the Arctic was >2 years old, compared to 50–60% during the 1980s (NSIDC, http://nsidc.org/arcticeaceneuros/2010/100410.htm). There is virtually none of the oldest (at least 5 years old) ice remaining in the Arctic (<60,000 km², compared to 2 × 10⁶ km² during the 1980s).

The generation of coupled global atmosphere–ocean general circulation models (AOGCMs) that participated in the World Climate Research Programme’s (WCRP) Coupled Model Intercomparison Project phase 3 (CMIP3) was the main source of climate projections assessed by the Intergovernmental Panel on Climate Change (IPCC) in its Fourth Assessment Report (AR4: Solomon and others, 2007). While there is a significant inter-model scatter in simulations and projections of the Arctic sea ice (Arzel and others, 2006; Zhang and Walsh, 2006; Kattsov and others, 2007), all models project decreasing ice mass and extent throughout the 21st century. For the most aggressive greenhouse-gas (GHG) emission scenarios (e.g. A2), some of the CMIP3 models project an ice-free Arctic Ocean in late summer by the end of the century. A number of studies suggest that the Arctic Ocean may lose nearly all of its multi-year sea-ice cover by the mid-21st century (Holland and others, 2006; Stroeve and others, 2007; Alekseev and others, 2009; Wang and Overland, 2009; Zhang, 2010). However, as an ensemble, the CMIP3 AOGCMs are apparently conservative in simulating the observed trend of September ice extent (Fig. 1; Stroeve and others, 2007).

The future of Arctic sea-ice cover is of enormous climatic and economic significance (e.g. ACIA, 2005). Due to several climatic feedbacks involving sea ice, the ability of climate models to realistically project the future of the Arctic sea ice is an important condition for adequately projecting the global climate (e.g. Bony and others, 2006).

The main goal of this paper is to consider possible reasons for the apparent discrepancy between observation and model
simulations, and to suggest steps towards minimizing uncertainties in predicting/projecting the future of the Arctic sea ice.

OBSERVATION UNCERTAINTIES

Addressing the problem of rapid sea-ice loss requires accurate information on ice thickness, velocity, age, salinity, density, snow cover and other factors. Data on some of these variables are absolutely necessary, while records for others are helpful. Satellite passive microwave (PMW) sensors are the main data source for estimating sea-ice extent and concentration. The accuracy of PMW retrieval algorithms has been examined in many studies (e.g. Meier, 2005; Andersen and others, 2007; Meier and Stroeve, 2008); differences in total Arctic sea-ice extent from different algorithms are as large as $1 \times 10^6$ km² (Fig. 2). While the studies just mentioned have identified a variety of limitations of individual algorithms under certain environmental conditions, no single algorithm has been demonstrated to be consistently superior. Most differences between algorithm products are fairly consistent through time, so trends and anomalies are generally in better agreement. However, for model intercomparisons, the absolute extent is important. Hence there is a clear need for further product intercomparison and verification.

It is even more difficult to assess uncertainties in sea-ice thickness estimates. Both the analysis of satellite-derived sea-ice age data and a new proxy record of ice thickness for past decades (Maslanik and others, 2007; Kwok and Rothrock, 2009; Kwok and others, 2009) suggest that in addition to an overall reduction of multi-year ice cover in the Arctic, the mean age and thickness of the remaining multi-year ice has decreased, reflecting primarily the loss of the oldest ice types. The remaining relatively old and thick ice is now confined to a much smaller portion of the Arctic Ocean near northern Canada than in the earlier years. Given this, the sea-ice cover is increasingly susceptible to pronounced summer ice loss or an anomalous ice drift.

Climate model evaluation requires data on the oceanic and atmospheric conditions. Global reanalyses, such as ERA-40, ERA-Interim and JRA-25, are presently the best sources of gridded atmospheric data. Significant attention has been given to improving their accuracy in the Arctic. Shortcomings in representation of the Arctic precipitation are particularly problematic (Serreze and Hurst, 2000). While assimilated variables constrain some fields (e.g. sea-level pressure) in a reanalysis, almost all model-computed fields in an atmospheric reanalysis have substantial errors in the Arctic (Walsh and others, 2009). The ongoing Arctic System Reanalysis (Bromwich and others, 2010) may help to address some of these shortcomings, but a continuing issue is the lack of direct mid-tropospheric observations. New datasets, to be produced by the International Polar Year (IPY) projects, several European Space Agency projects (e.g. Globlce, GlobSnow, GlobGlacier, GlobPermafrost), the CryoClim project, various research groups, composites of cryospheric parameters generated by the Global Interagency IPY Polar Snapshot Year (GIIPSY) project, and output of several other related activities will provide a useful database for verification studies. Observations directed at identifying and quantifying the physical processes, especially feedbacks, are the highest priority.

Many ocean regions have seen systematic data synthesis efforts spearheaded by the WCRP CLIVAR project and its Global Synthesis and Observations Panel (GSOP). At present, there is no attempt to produce a long-term ocean...
data synthesis for either the Arctic Ocean or the Southern Ocean. Quantifying changes in sensible heat storage in the upper ocean is of particular importance. In addition, deterministic model simulations targeting predictability of the ocean–atmosphere system require accurate initializations of the polar oceans.

MODEL UNCERTAINTIES

The sensitivity of AOGCM sea-ice components to GHG forcing has been a research focus for more than a decade. Simple zero- through one-dimensional thermodynamic parameterizations of sea ice were the state of the art in the mid-1990s and reflected in AOGCMs that took part in CMIP and CMIP2, earlier phases of the Coupled Model Inter-comparison Experiment. Such parameterizations were found to be overly sensitive to external forcing. Emerging dynamic–thermodynamic models offered the potential for a major improvement in the sensitivity over the thermodynamic models (Hilmer and Lemke, 2000).

Two of the major developments in modeling over the past decade have been the implementation of sea-ice dynamics in almost all AOGCMs and a sea-ice thickness distribution in some of them (Randall and others, 2007). Sea-ice components of CMIP3 AOGCMs usually predict ice thickness (or volume), fractional cover, snow depth, surface and internal temperatures (or energy) and horizontal velocity. Sea-ice albedo is typically prescribed, with only crude dependence on ice thickness, snow cover and puddling effects. The complexity of sea-ice dynamics varies from the relatively simple ‘cavitating fluid’ approach to more comprehensive viscous–plastic and elastic–viscous–plastic models. Sea-ice thermodynamics modules in climate models typically use constant conductivity and heat capacities for ice and snow (if represented) and do not account for effects of brine pockets in the ice. Some models include snow ice formation, which occurs when a part of the ice floe is submerged under the weight of the overlying snow and the flooded snow layer refreezes. As a significant advance over the previous decade, a few modern sea-ice models, even with relatively high resolution, incorporate subgrid-scale ice thickness distributions with several thickness ‘categories’, rather than considering the ice as a uniform slab with inclusions of open water. Although parameterizations of ridging mechanics and their relationship with the ice thickness distribution have improved, inclusion of advanced ridging parameterizations has lagged development of other aspects of sea-ice dynamics (rheology, in particular) owing to a lack of observational constraints.

The most reliably measured characteristic of sea ice for model evaluation is still sea-ice extent. Despite the significant differences between models, the CMIP3 multi-model mean of sea-ice extent in the Northern Hemisphere agrees reasonably well with observations (Fig. 3). The simulated mean extent (calculated from all gridcells with an ice concentration above 15%) exceeds observed values by up to \( \sim 1 \times 10^8 \text{ km}^2 \) throughout the year (Arzel and others, 2006; Fig. 4). This difference is with respect to the Hadley Centre sea-ice and sea surface temperature (HadISST) dataset (Rayner and others, 2003), and is of the same order as differences between various sea-ice extent products (see discussion above). In many models, however, the regional distribution of sea ice is poorly simulated, even if the hemispheric extent is approximately correct (Arzel and others, 2006; Zhang and Walsh, 2006). The biases may influence the model climate sensitivity (Holland and others, 2003; Wang and Overland, 2009).

Among the primary causes of biases in simulated sea-ice extent, especially its geographical distribution, are problems with high-latitude winds (Bitz and others, 2002), ocean heat advection, and vertical and horizontal mixing in the ocean (Arzel and others, 2006). Also important are errors in surface energy fluxes (Sorteberg and others, 2007), which may result from inadequate parameterizations of the atmospheric conditions.
boundary layer in the Arctic and from generally poor simulation of high-latitude cloudiness which is evident from the large inter-model scatter (Vavrus and others, 2009). Ice transport out of the Arctic Ocean through the Fram Strait (e.g. Tsukernik and others, 2010) also needs to be adequately represented in AOGCMs. Getting this transport correct is critically dependent on proper simulation of the surface wind field.

NATURAL VARIABILITY AND PREDICTABILITY

One likely contributor to the observed rapid decline of the Arctic ice extent and thickness is natural multi-year and decadal climate variability. This includes factors such as changes in heat storage in the upper layer of the ocean during the summer, and ocean heat transport from the Atlantic and Pacific to the Arctic Ocean. Due to their coarse resolution, the AOGCMs tend to underestimate the amount of heat delivered to the sea ice by the horizontal oceanic transport. There are a number of ways in which sea ice is influenced by and interacts with the atmosphere and ocean, and the nature and magnitude of associated feedbacks, both positive and negative, are still poorly quantified (e.g. US NRC, 2003; Overland and Wang, 2010). Potentially important small-scale processes, such as convection in brine pockets or in melt ponds, are not included in the sea-ice components of current AOGCMs. Possible impacts of black carbon aerosols that induce atmospheric warming and black carbon on snow and ice that decreases the surface albedo (e.g. AMAP, 2009) have so far only been examined in idealized model simulations (e.g. Hansen and Nazarenko, 2004).

In principle, the possibility exists that the sharp downward trend in ice extent is a statistically rare event associated with natural (unforced) climate variability. While the abrupt 1 year ice loss that occurred in 2007 has received much attention, the observational record in Figure 1 shows that there was an equally large (albeit more reversible) 1 year increase in the mid-1990s. Until concentrations of GHGs reach higher values, climate signals from natural variability may be comparable in magnitude to those from external forcing. The CMIP3 ensemble arguably does not have enough members to capture low-probability events. Additionally, the CMIP3 models appear to have limited abilities to generate unforced atmospheric variability with magnitudes comparable to observations (e.g. the major Arctic warming event from the 1920s through the 1940s (Wang and others, 2007)). On the other hand, at least some of the CMIP3 models do simulate rapid changes in the Arctic sea ice due mainly to natural variability. The timing of the rapid ice decline events simulated by a model cannot be expected to match that observed, but at least the general character of the simulated (rapid) changes in some models resembles...
well the observed behavior of the ice cover. Together with the possibility that the observational data for 1953–78 (pre-satellite) overestimate the earlier ice extent, climate model hindcasts may well be reasonably accurate.

Because of the obviously different quality of model performance in simulation of different variables and for different regions, development of strategies for optimizing regional projections based on ‘ensembles of opportunity’, such as the CMIP3 multi-model ensemble, is urgently needed. The problem of selection of subsets of models aimed at narrowing the range of plausible climate projections is far from trivial (e.g. Walsh and others, 2008; Zhang, 2010; Overland and others, in press). In particular, developing a proven set of metrics for model discrimination through comparisons of model simulations with observations remains high on the agenda of model evaluation (Randall and others, 2007).

Improving predictions of sea-ice conditions on seasonal through interannual timescales also bears on predicting the longer-term (century-long) fate of the ice cover. The eventual goal is a timescale-independent ‘seamless prediction’ system. Motivated by recent dramatic changes in Arctic sea-ice extent, several groups (e.g. Drobot and others, 2008; Lindsay and others, 2003). Mixed-layer heat storage in the ocean also offers some additional predictability (Lindsay and others, 2008). A number of other groups are providing seasonal predictions of seasonal minimum extent for the SEARCH (Study of Environmental Arctic Change) Sea Ice Outlook project. These groups also use a combination of statistical and uncoupled model estimates and expert knowledge. Only one group appears to use the statistics from a fully coupled model, and none uses a coupled climate system model.

Seasonal to multi-year predictability of Arctic sea-ice cover, as well as that of the entire Arctic climate system, remains an important outstanding issue. A limited number of recent studies (Koenig and Mikolajewicz, 2008; Dösscher and others, 2009; Holland and others, in press) provide hope for a possibility of predicting trajectories of aspects of the sea-ice system on the seasonal timescale and even beyond.

CONCLUSIONS

Predicting the evolution of the Arctic sea-ice cover is a grand challenge of climate science. Meaningful prediction/projection requires progress in several interconnected avenues of research and observations including:

- Determining priorities of observational and modeling developments (e.g. dedicated ice thickness satellite missions, sea-ice modeling allowing data assimilation);
- Improved understanding of inherent limits to predicting the state of the sea-ice cover on seasonal, interannual, decadal and centennial timescales in the wider context of the polar climate predictability;
- Attribution of the causes of Arctic sea-ice change (i.e. quantification of the interplay of its forced and unforced aspects) and evaluation of the ability of state-of-the-art climate models to reproduce the observed sea-ice behavior as a part of the broader climate system (including developing model metrics to be used to constrain projections through comparison of simulations with observations), with as full as possible accounting of ice-atmosphere-ocean processes, interactions and feedbacks.

The new phase of the Coupled Model Intercomparison Project (CMIP5: K. Taylor and others, http://cmip-pcmdi.llnl.gov/cmip5/experiment_design.html?submenudecorator=1) will provide the nearest opportunity to address some of these issues. CMIP5 as a framework for coordinated climate change experiments for the next several years includes simulations for assessment in the IPCC Fifth Assessment Report (AR5) as well as others that extend beyond the AR5.

Predictions and hindcasts on seasonal through decadal timescales will require model initialization, which was not done for the CMIP3 simulations. Drawing conclusions about the success or failure in hindcasting the observed loss of the Arctic ice will require reliable regional observations to initialize a number of fields, such as the sea-ice thickness distribution (because of the strong impact of the initial sea-ice thickness on the change in ice extent), and to enable verification. The same is true for the thermohaline structure of the ocean. In the absence of the data needed for the initialization, a possibility of generating a proxy of initial conditions through the use of regional models of the Arctic Ocean forced with the observed (reanalyzed) atmospheric fields could be explored (Gerdes and Köberle, 2007). Some ongoing activities, such as the Arctic System Reanalysis, promise an important contribution towards solving this problem. It should be stressed, however, that even with the necessary data in hand, the initialization of the coupled atmosphere–ice–ocean system is a serious challenge in itself, in addition to the notorious problem of the coupled model drift (e.g. Kattsov and others, 2005).

The record sea-ice extent minimum over the satellite record took place in September 2007, during the IPY 2007–08. IPY efforts, many of which are ongoing, have generated a wealth of data. Also, there has been several projects directed at Arctic system prediction, including sea ice. Nevertheless, there has yet to be a study that would unify the efforts of the climate research community to analyze available data in their entirety and use them to improve the prediction of Arctic climate at different timescales. Such a study could benefit from a synthesis of work at very high resolution (e.g. a new Surface Heat Budget of the Arctic Ocean (SHEBA)-like campaign – to better understand local processes, include sea-ice biogeochemical connections and validate various remote-sensing algorithms), but should focus on regional and Arctic-wide observational, modeling, and data synthesis efforts. Such an initiative could become a cornerstone for the proposed International Polar Decade. An inventory of all Arctic data would help in initiating this major synthesizing activity.
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